
Hao Zhang 

    Electrical and Computer Engineering 

    Duke University, Durham, NC, US 

Email: hz210@duke.edu; zhanghao.duke@gmail.com  

 

Education 

• Xidian University , Xi’an, China 

Ph.D.in Signal and Information Processing, advised by Bo Chen and Mingyuan 

Zhou (UT-Austin), June 2019. 

B.Sc. in School of Electronic Engineering, June 2012 

 

Work Experience 

 2019.8.1~present: postdoctoral researcher at ECE, Duke University. 

 

Research Interests 

My primary research interests include statistical machine learning and deep 

learning. Currently, I am working on deep or hierarchical probabilistic models and 

their applications in document analysis and image processing, mainly focusing on 

the interpretable modeling for real applications. I have also started to do some 

researches on natural language processing, including general models and specific 

applications, such as patient portal system. 
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Ongoing work 

[1] Zhengjue Wang, Bo Chen, Hao Zhang, and Hongwei Liu, “Unsupervised 

Hyperspectral and Multispectral Images Fusion Based on Nonlinear Variational 

Probabilistic Generative Model”, submitted to IEEE Transactions on Neural 

Networks and Learning Systems. 

 

[2] A hierarchical document graph with the help of a deep probabilistic topic 

model for various document comprehension tasks, such as document 

classification, summarization and matching. 

 

[3] A hierarchical probabilistic topic relational autoencoding network. 

 



[4] Multi-scale visual-semantic co-attention for zero-shot image recognition. 

 

[5] A friendly topic assistant for transformer based model in summarization task. 

 

Honors and Awards 

• Chinese National Scholarship for master, 2013 

• Chinese National Scholarship for Ph.D. student, 2015 

 

Other Experience 

[1] 2016 Duke-Tsinghua Machine Learning Summer School, KunShan, China, 


